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Impurities can dramatically influence grain boundary migration, thereby impacting material

properties. In this letter, we present a theoretical model for grain boundary motion in the presence

of embedded particles using the interface random walk approach. Based on the fluctuation-

dissipation relation, we derive an analytical expression relating the grain boundary fluctuations to

the boundary mobility and key parameters governing the drag effect of the particles. In addition

to predicting the modified boundary mobility due to pinning particles, the model provides a way to

estimate the force acting on the particle-boundary interface from atomistic simulations. The theory

facilitates an enriched analysis of atomistic simulations of a grain boundary with embedded par-

ticles, revealing that a pinned grain boundary exhibits a response akin to tethered Brownian motion.

Published by AIP Publishing. https://doi.org/10.1063/1.4986294

As interfaces are ubiquitous in materials, interfacial phe-

nomena play a vital role in engineering microstructures for

desired material properties.1–3 Specifically, it is grain bound-

ary migration, or more broadly, motion of interfaces, that

drives microstructural evolution and sets the final configura-

tion of interfaces during materials processing. Here, migration

refers to the motion of the grain boundary normal to its plane.

A key parameter that determines grain boundary kinetics and

accounts for the effect of the boundary structure, temperature,

and the atomistic environment is the grain boundary mobility.

Mobility M relates the normal velocity v of the grain boundary

to the driving force p through the well-known relation v ¼ Mp
and is known to be dramatically impacted by the presence of

impurities, such as interstitials, defect clusters, and second

phase particles, sometimes by several orders of magnitude.4,5

In fact, the large discrepancies found between mobilities pre-

dicted by modeling (of perfect interfaces) and those estimated

from experiments are attributed to the drag effect of impurities

invariably present in experimental specimens. Naturally then,

grain boundary mobility6–15 and the drag effect of impuri-

ties3,16–26 have been the subject of active research over the

past few decades. Since controlled experiments on the normal

motion of individual grain boundaries are difficult to perform,

critical insights into the role of impurities have mostly been

obtained by way of theoretical analyses, such as the well-

known CLS (Cahn-L€ucke-St€uwe) model,16,17 and the Zener

pinning model,18,19 and more recently, atomistic simula-

tions.21–24,26,27 A majority of this work is based on the CLS

model for impurity particles which uses a simplistic triangular

potential to describe the boundary-particle interaction energy

but is lacking in mechanistic details of the interaction. In this

regard, the Zener pinning model, which accounts for the size-

dependent drag effect of particles, provides novel insights into

the interaction between impurities and the grain boundary.

However, the focus of the Zener pinning studies has largely

been on macroscopic grain growth rather than on mobility of

individual grain boundaries.

In this article, we present a fresh perspective and theoreti-

cal approach, based on thermal fluctuations, for grain boundary

motion that proffers mechanistic insights into the microscopic

interaction between grain boundary and pinning impurities.

Among other insights, it facilitates an enriched analysis of our

molecular dynamics (MD) simulations of fluctuating grain

boundaries with embedded particles. Combining the interface

random walk approach11 and ideas from the Zener pinning

model,18 we derive the modified grain boundary diffusion

equation in terms of the boundary mobility and key parameters

governing the drag effect of the particles. We regard the

motion of the boundary with pinning particles as a Brownian

motion with restoring force and propose a simple and efficient

calculation method to obtain the modified boundary mobility.

Using this model in conjunction with a series of MD simula-

tions, we obtain the mobility of a symmetric tilt grain boundary

with particles. The simulation results provide validation for the

theoretical model and shed light on the role of particle density,

size, and temperature in the drag effect of the particles. In the

context of this work, we use ideas from the Zener theory as a

way to describe the interaction between the grain boundary

and the pinning particles within the framework of the interface

random walk approach. In that aspect, our central idea is simi-

lar to the work of Hillert20 (and some recent works25,26) where

the Zener pinning model is applied to take into account the

effect of second-phase particles on grain growth and boundary

migration. Thus, in what follows, the phrase “pinning effect”

does not imply that the pinned grain boundary is immobile. It

merely conveys that the embedded particles exert a (drag or

pinning) force that retards grain boundary normal motion.

We adopt the interface random walk method proposed by

Trautt et al.11 and extended to low temperatures by Deng and

Schuh13 to estimate the boundary mobility. This method

extracts the mobility of the boundary from its out-of-plane

thermal fluctuations and thereby eliminates the need for

applying large external driving forces to simulate actual

boundary migration.12 Here, the mean boundary displacement,
�hðtÞ, defined as the average displacement of every atom resid-

ing in the grain boundary in the migration direction at time t,a)Electronic mail: ykulkarni@uh.edu
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is considered as exhibiting Brownian motion due to thermal

fluctuations. Thus, applying the fluctuation-dissipation rela-

tion, the grain boundary diffusion equation in terms of the

variance, h�h2ðtÞi, is derived as h�h2ðtÞi ¼ 2MkBT
A t, where A is

the area of the boundary and D ¼ 2MkBT
A is the diffusion

coefficient. Mobilities determined from this equation have

been shown to be consistent with those obtained from other

MD simulation approaches based on driving forces.6–8 Over

the past decade, the interface random walk method has

been successfully applied to estimate the mobility of

impurity-free grain boundaries11,13,14 and boundaries with

impurity atoms.23,24

To account for embedded particles in the above method,

we treat the normal motion of a grain boundary with pinning

particles as Brownian motion with restoring force. We first

note that the diffusion of the particles considered in our study

over a range of temperatures is negligible. This is consistent

with the classic Stokes-Einstein relation and also verified by

atomistic simulations (described in detail in the supplemen-

tary material). Thus, in what follows, we do not distinguish

between the absolute displacement of the grain boundary and

its relative displacement with respect to the particles.

The schematic in Fig. 1(c) illustrates the central idea of

our theoretical model. As the boundary migrates from the

equilibrium position (indicated by the dashed blue line) to a

new position (indicated by the wavy dashed red line), it

experiences a restoring force (due to the particles) that pulls

it back to the equilibrium position. This force may be

thought of as a “spring” force between the boundary and the

particles. Applying the Zener pinning model to this quasi

one-dimensional problem, the force acting on the particle-

boundary interface is considered to be proportional to the

mean boundary displacement �h and the interfacial ten-

sion.18,19 Hence, we assume the interaction energy between

the boundary and the particle, DE, to have a quadratic depen-

dence on the mean boundary displacement

DEð�hÞ ¼ 1

2
Aks

�h
2
; (1)

where A is the area of the grain boundary and ks is defined as

the drag coefficient arising from the pinning particle. Thus,

the drag force is defined as

fr ¼ �
1

A

@DE

@ �h
¼ �ks

�h (2)

and is proportional to �h. The drag coefficient ks is a compos-

ite parameter that depends on various factors, including the

interfacial tension, temperature, particle radius, and particle

spacing, the details of which are deferred to later discussion.

Following the interface random walk approach,11 we start

with the relation v¼Mp where v¼ ht, and the driving force p
comprises the capillary force that arises due to curvature, the

Langevin force due to thermal fluctuations, and the drag

force. Spatially averaging this relation yields �ht ¼ M½�nðtÞ
�ks

�hðtÞ�, where the spatial average of the capillary force

vanishes due to periodicity and the average of the thermal

noise is denoted by �nðtÞ. Integrating this equation in time,

the modified boundary diffusion equation becomes

h�h2ðtÞi ¼ kBT

Aks
ð1� e�2MkstÞ

¼

2MkBT

A
t if t� 1

Mks

kBT

Aks
if t� 1

Mks
:

8>>><
>>>:

(3)

The derivation is provided in the supplementary material.

Equation (3) illustrates that the grain boundary with embed-

ded particles performs a classical random walk initially such

that h�h2i increases linearly with time and then approaches

a constant value of kBT
Aks

due to the presence of the particles.

Thus, the model proposes that a pinned grain boundary

exhibits a viscous-like response akin to tethered particle

motion, a well-studied biophysical experimental method

which tracks a Brownian particle attached to a substrate by a

polymer.28,29

For validation, we perform MD simulations to compute

the mobility of two [001] symmetric tilt grain boundaries,30

R5ð310Þ and R17ð410Þ, with misorientation angles of 36:87�

and 28:07�, respectively, in Nickel. The results for both

boundaries are consistent with the above analytical predic-

tions. Hence, we discuss the R5 grain boundary results here

to compare our work with prior studies based on the similar

grain boundary structure, while the simulations for the R17

grain boundary are relegated to the supplementary material.

Each grain boundary is embedded with an array of particles

with varying spacing d. The size of the simulation cell is

13:3 nm� 22:2 nm� 1:0 nm, and the radius of the embed-

ded particles is R ¼ 0:44 nm [Fig. 1(a)]. The cylindrical-

shaped particles also consist of Ni atoms but are specified to

be rigid clusters [Fig. 1(b)]. The embedded-atom (EAM)

interatomic potential by Ackland et al.31 is used with peri-

odic boundary conditions in X and Z directions. The system

is free to relax in the Y direction, which is normal to the

boundary. The residual stress around the rigid clusters is

removed by using the “heating-and-quenching” approach out-

lined by Deng and Schuh.14 The sample is then equilibrated

for 2 ns under the NVT ensemble using the Nose-Hoover

FIG. 1. (a) Atomistic configuration of the MD simulation cell visualized

using OVITO.33 (b) Atomistic structure of a fluctuating grain boundary with

embedded particles (red atoms) with spacing d. (c) Schematic showing the

drag effect of particles on the grain boundary.
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thermostat. Two thin slabs of atoms are fixed at the top and

bottom surfaces to prevent rigid motion of the simulation

cell. Using the approach described elsewhere34,35 (see supple-

mentary material), we extract the instantaneous profile of the

grain boundary using the centrosymmetry parameter and

determine its mean displacement �hðtÞ. The mean displace-

ment distribution and ensemble variance are calculated by

performing multiple simulations in parallel. The simulations

are performed at temperatures ranging from 900 K to 1200 K,

using LAMMPS.32

Figure 2 plots the evolution of �hðtÞ of the R5ð310Þ
boundary with particles at 1000 K. The distribution is

Gaussian at each time interval confirming that the fluctuating

grain boundary exhibits a random walk even in the presence

of particles. More importantly, the spread of �hðtÞ initially

increases over time and then remains constant beyond a cer-

tain time (a10 ¼ 3:87 > a20 ¼ 2:64 > a400 ¼ 1:23 � a800

¼ 1:22). In fact, the distributions at 400 ps and 800 ps are

almost identical (B400 ¼ 248 � B800 ¼ 247). This is consis-

tent with our theoretical prediction. Furthermore, as illus-

trated in Fig. 3(a), h�h2i obtained from MD simulations obeys

the trend predicted by Eq. (3) (solid lines) at different tem-

peratures. Thus, the simulations reveal that a pinned grain

boundary indeed exhibits tethered Brownian motion as pro-

posed by the model. In Fig. 3(a), Eq. (3) is fitted separately

to simulation data for a specific temperature, particle radius,

and particle spacing to obtain the boundary mobilities and

the drag coefficients. We note that even in the presence of

particles, the mobility increases with temperature, by a factor

of around 30 from M ¼ 3:33� 10�9m2J�1s�1 at 900 K to

M ¼ 9:30� 10�8m2J�1s�1 at 1200 K. Figure 3(b) compares

the simulation results at 1000 K for varying particle spacings.

For clarity, we only show the evolution of h�h2i during the

first 50 fs when it increases linearly and the slope gives the

mobility. It is evident that the presence of particles can

decrease the boundary mobility. Figure 3(c) shows the semi-

log plot for M versus 1=kBT for different particle spacings.

In order to obtain better fitting, we performed more simula-

tions at intermediate temperatures, specifically, 925, 950,

975, 1050, and 1150 K. As expected, the mobility follows

the Arrhenius relation, M / exp � Qm

kBT

� �
, albeit with two dis-

tinct regimes having different activation energies Qm. The

different regimes, also reported in prior works, correspond to

a transition in grain boundary motion, and this is attributed

to structural transitions in the boundaries as they exhibit a

more liquid-like behavior above the transition tempera-

ture.13,36,37 From Fig. 3(c), we note that Qm changes negligi-

bly with varying particle densities above the transition

temperature. This may also be due to the liquid-like behavior

of the grain boundary which makes the pinning effect of the

particles weaker. Specifically, the case with no particles

gives fairly consistent values for mobilities compared with

the results reported by Deng and Schuh.13 There is also a

good agreement between the two studies for the activation

energy (1:23 eV ðpresent workÞ 	 1:1660:08 eV 13). Below

the transition temperature, decreasing the particle spacing

increases the activation energy for migration from 1:23 eV

for the perfect grain boundary to 2:06 eV with particle spac-

ing d ¼ 4:4 nm which is expected. At 900 K, M ¼ 1:35

�10�9m2J�1s�1 for d ¼ 4:4 nm is an order of magnitude

smaller than M ¼ 1:12� 10�8m2J�1s�1 for the perfect grain

boundary. This agrees very well with the results of Sun and

Deng23 for a similar temperature and similar grain boundary

with impurity atoms. They report that the mobilities of a

boundary with only 2 impurity atoms and a boundary with

61 impurity atoms differ by an order of magnitude. This

agreement provides strong supporting evidence that our

FIG. 2. Distribution of �hðtÞ of R5 boundary at t¼ 10, 20, 400, and 800 ps at

1000 K with particle spacing d ¼ 6:7 nm. The functions f ¼ Be�a�h
2

are fitted

to the Gaussian distribution form (solid lines), where the B and a are mea-

sures of the height and width of the distribution, respectively.

FIG. 3. Time evolution of the variance of the mean boundary displacement

(h�h2i) (a) at different temperatures with particle spacing d ¼ 6:7 nm; (b) at

1000 K, with varying particle spacings. (c) Semilog plot for M versus 1=kBT
showing a piecewise Arrhenius relation with different activation energies

Qm. The grain boundary is R5 and the particle radius is R¼ 0.44 nm.
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fluctuation-based method furnishes reasonable values for

boundary mobility in the presence of pinning particles (or

clusters) when compared to simulations23 in which the

boundary mobility is reduced by impurity atoms that move

with the grain boundary. Furthermore, this substantial

decrease in mobility endorses the view that the discrepancy

in grain boundary mobilities observed in simulations and

experiments can be attributed to the presence of impurities in

the latter.

The proposed model also opens an avenue for quantify-

ing the drag effect of particles. As a first step, we present a

qualitative discussion on estimating the drag coefficient

since Eq. (3), in conjunction with MD simulations for h�h2i in

the presence of particles, provides a convenient way to

extract Aks. A more quantitative analysis would need com-

prehensive simulations using advanced computational meth-

ods, as explained below, coupled with a more sophisticated

model for the drag effect (compared to Eq. (4) below), which

are beyond the scope of this paper.

Dimensional analysis of Eq. (1) shows that Aks has the

units of energy per unit area which is consistent with the

interfacial free energy c of the grain boundary. It is important

to note that the interfacial free energy is thermodynamically

relevant in the context of grain boundary motion because it

is related to the interfacial tension which provides the driving

force for curvature-driven normal motion of grain bound-

aries.11,38 Consequently, the drag force due to a particle

would also depend on the interfacial tension, or more gener-

ally, the interfacial free energy. According to the classical

Zener pinning model, the drag force of a particle embedded

in a grain boundary is linearly dependent on the interfacial

tension.18,19 We further reason that the drag force should

depend on the ratio of the particle radius to spacing, i.e., R/d,

which denotes the particle density in our quasi-1D grain

boundary representation. This dependence on R/d, albeit

with a different functional form, was also reported by Wang

et al.25 based on their phase field model for Zener pinning.

Based on the general trend shown by our atomistic simula-

tions, we propose the following power-law dependence of

the drag coefficient on R/d:

Aks ¼ a cðTÞ R

d

� �b

; (4)

where the effect of temperature is incorporated through cðTÞ
which usually decreases with temperature.38 a and b are fitting

parameters. Using Eq. (3) and the simulation results for h�h2i
from Fig. 3(a), the quantity Aks can be extracted from the limit
kBT
Aks

. To explore the contribution of the different factors, we

performed a series of simulations on larger specimens of size

28:6 nm� 22:2 nm� 1:0 nm and various particle radii, spe-

cifically, R ¼ 0:44 nm; 0:55 nm; 0:66 nm; 0:83 nm and spac-

ings, d ¼ 13:3 nm; 6:7 nm; 4:4 nm.

Figure 4 shows the MD results and the fitted curves for

the dependence of Aks on the ratio R/d for different temper-

atures. We get a better fit at higher temperatures as shown

in the inset. Based on our least squares fit, the exponent b
for the R5 boundary is calculated to be 1.5 6 0.3. For the

R17 boundary, the b is estimated to be 1.8 6 0.3 (see sup-

plementary material). The simulation data for both grain

boundaries show a reasonable fit with Eq. (4) with b
between 1 and 2. We emphasize that the calculations for

the drag coefficient are qualitative estimates which demon-

strate that the power law relation proposed is a good start-

ing point, although its physical underpinning is not yet

clear to us. The factor a may be determined from the calcu-

lation of cðTÞ for the particular grain boundary which

would entail using advanced computational tools and is

beyond the scope of the present study. However, our MD

results indicate that ks can vary considerably with tempera-

ture. This is in agreement with the atomistic calculations by

Foiles38 which reveal that the interfacial free energy c
changes substantially with temperature. Thus, our approach

can provide a preliminary estimation of the drag force of

the embedded particles. However, we note that the actual

interaction between the grain boundary and particles is

quite complex and may depend on several factors such as

the boundary structure, temperature, shape of the particles,

and the mechanism of normal motion. Equation (4) is a

fairly simplified phenomenological relation that captures

the key characteristics of the drag effect and demonstrates

the ability of our theoretical model to estimate the drag

force based on the thermal fluctuations of the pinned grain

boundary.

In summary, we propose a concise and effective method

to elucidate the effect of embedded particles on grain bound-

ary migration based on the interface random walk approach.

The theory facilitates an enriched analysis of atomistic simu-

lations of a grain boundary with embedded particles, reveal-

ing that a pinned grain boundary exhibits a response akin to

tethered Brownian motion. In addition to predicting the mod-

ified boundary mobility, the model offers a way to estimate

the force acting on the particle-boundary interface from

atomistic simulations. As a first step, the effects of particle

size, particle spacing, and temperature on the drag force are

explored. Enriching the model with a more sophisticated

boundary-particle interaction model and extending the analy-

sis to the fully three-dimensional case, with say spherical

particles, provide directions for further investigation.

Finally, incorporating the breakaway of grain boundaries

from strongly pinning particles into the mobility calculations

forms an exciting avenue for future work.

See supplementary material for detailed derivation of

Eq. (3), additional simulation details, and a summary of the

MD results for the R17ð410Þ symmetric tilt boundary.
FIG. 4. The dependence of Aks on R

d at different temperatures for the R5

grain boundary.
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